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Introduction

Phase-lock loops (PLLs) have been one of the basic building blocks in modern
communication systems. They have been widely used in communications, multimedia and
many other applications. The theory and mathematical models used to describe PLLs come
in two types: linear and non-linear. Non-linear theory is often complicated and difficult to
deal with in real-world designs.

There are many kinds of Phase Lock Loops; the Costas Loop, which is named by J.
P. Costas, a pioneer in synchronous communications, is chosen for this experiment. The
reason is that the implementation is quite smple and the structure is very powerful and
useful in many situations.

Objective

The objective of experiment 5 is to learn about the Costas Loop and how it works.
To do this, we will design and implement a Costas Loop to recover a carrier modulate AM
and BPSK signal.

Theory

A. Hilbert Transform:

Theoreticaly, aHilbert transform imparts a -p/2 phase shift of the input signal
without modifying the magnitude of the input signal. A Hilbert transformer is afilter that
implements a Hilbert transform. The transformer is defined by the frequency response
givenin (1) andillustrated in Figure 1.
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Figure 1. Hilbert Transform Frequency Response.

It is undefined at w=0, although generally treated as H, (w =0) =0.For notational
purposes we will denote the Hilbert transform as H{} and the output of the Hilbert
transform of the signal x(t), H{x(t)}, asx(t) .



When a baseband message signal, m(t), is transmitted on a carrier of frequency w,,
the following relationship aso holds

H{m(t) cos(w,t +q)} =m(t) cos(w t +q - p /2)
B R B
This can be quickly verified by utilizing the relationships | = e’z and - j=e "2 Thusin
the frequency domain the output of a Hibert transform is given by
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In order to implement a Hilbert transform, we need to expressit in the time domain.
The impulse response of an ideal Hilbert transform can be found as follows.

Thus an ideal Hilbert transform’ simpulse response is seen to be

infinite in duration

noncausal (as the output depends on future values of n)
antisymmetric (equal in magnitude and opposite in sign)
nonzero for only odd values of n

Because of the infinite duration, it is not possible to directly implement a Hilbert transform.
However, it can be closely approximated by windowing the impul se response and
implementing the filter using alinear phase FIR with an antisymmetric impul se response.
Any of anumber of different windowing methods are appropriate. Additionally, because
the impulse response is antisymmetric, the frequency response must be 0 at w=0 for even
and odd order filters, and O at w = p for an odd order filter, thusit will aso not be possible
to implement the Hilbert transform as an al passfilter. However, if the signal to be phase
shifted is known -to be limited to arange of frequencies, then the filter can still be
appropriately designed.



One method to implement a Hilbert Transformer is
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whereg = gﬂ@ and g g indicates the floor function.

Another method for designing the transformer is to use the Remez algorithm with the
Chebyshev approximation criterion can be employed.

B. Analytic Signal (Pre-envelope)

An analytic signal is defined as the original signal plus j times the original signal’s
Hilbert transform. Given asignal x(t), its analytic signal, x. (t) can be constructed as

X, (t) = x(t) + jX(t)

In the frequency domain, the construction of an analytic signal has the effect of eliminating
the original signal’s negative frequency components and doubling the positive frequency
components. This can aso be thought of as folding the negative frequency components
into the positive frequency components about w = 0. This result can be formally expressed
as

i2X(w) w>0
X, (W)=2X(W)u(w)=ix(0) w=0
i 0 w<0

C. Complex Envelope

The complex envelope is formed by multiplying the pre-envelope by the complex

exponential, e . This has the effect of trandating the pre-envelope -wy in the frequency
domain. If wy is chosen as the center frequency of the pre-envelope, then the resulting
complex envelope will be trandated to baseband. Mathematically, the complex

envelope, x(t), of asignal, x(t), isdefined as

In the frequency domain thisis



Thus with a properly chosen w, the formation of the complex envelope can be used to
demodulate a signal modulated onto a carrier.

D. AM Example

Consider the reception of an AM signal, x(t), with a message signal, m(t), modulated onto a

carrier with amplitude A, and frequency w,, and a phase offset g,(t). Thissignal can be
expressed as

x(t) = A m(t)cos(w.t +q,(t))
or

X(t) - A\:n'(t) g% (ej(Wc“"h(t)) +e'J(WcI+Q1(I)))g

Its Hilbert transform is equal to
x(t) = Acm(t)% (ei(wctﬂh- P/2) 4 o ilwct+arp/ 2))3

Its analytic signal is then just
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Suppose the analytic signal ismultiplied by e itwet+az) wherew, is the receiver's estimate of
the carrier frequency and @, isits estimate of the carrier phase. Presuming the carrier
frequency is correctly estimated, the complex envelope is given by

%(t) = A.mit)e! tetan(tgr ibta.()

)-Z(t) = /%m(t)ej(ql(t)' a,(1))
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Thus the AM signal is trandated to baseband. However, in this expression the message
signal is multiplied by a complex exponential. Using the substitutions Dq(t) = d(t) - gx(t)
and €™ = cos(Dq(t)) +j sin(Dg(t)) , the complex envelope can be expressed as

X(t) = Asm(t)codDa 1)) + jAmit)sin(Da 1)
Thus if the receiver’'s phase estimate exactly matches the carrier’s phase, then the red
portion of the complex envelope will be the demodulated message signal multiplied by A..
So presuming the receiver perfectly estimates the phase, the complex envelope can be used
to demodulate a message signal transmitted on a carrier.

E. Costas L oop

A Costas loop is a type of Phase Lock Loop (PLL) that attempts to transform a carrier
modul ated message signal into its complex envelope representation in order to recover the
message signal. A Costas loop transforms the received signa into its pre-envelope
representation. This pre-envelope signal is then multiplied by a complex exponential that
using an estimate of the carrier signal’ s frequency and phase to form the complex envelope.
If the frequency and phase of carrier were estimated accurately, the real components of the
complex envelope represent the message signal. A block diagram of a second order Costas
Loop is shown below in Figure 5.
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The Costas L oop Filter

The Costas Loop filter is used to determine certain loop parameters. In order to
determine these, we need alinearized model. The input of the loop is the Hilbert
Transformed signal. Thisisimplemented using asimple FIR filter. Thefigure below is
model for the Linearized Loop Filter.

dx(n)

b
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where k1= E{A?m?(nT,)} for AM demodulation scheme where E{ } denotes the
expectation operator and k, = A, for the case of BPSK.




The transform function for the loop is
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where X is the loop damping factor. It is set 0.707 for this experiment. (3dB).

Experimental Procedure, Design, and Results

1. Matlab Procedure
A. Hilbert transformer Design

We used the Hamming windows method and the remez method to design this part.
% order of the filter, have to be even for linear phase
order = 32;
For Hamming window to get an FIR filter approximating the Hilbert transform filter:
N = order + 1;
M= floor(N 2);
h = zeros(1l, N)
for n = 0:N-1
if nod(n-M 2) ==
h(n+l) = 2/pi/(n - M*(0.54 - 0.46*cos(2*pi*n/(N-1)));
end

end

Remez method to get alinear phase FIR filter approximated the Hilbert transform filter:
b.l:0.00l:O.QOL

ones(l ength(f));
remez(order, f, a, '"hilbert');

Inmn n w
w

ooz

here for each part we calculated the group delay of the FIR filter:
codeis:

[gd,f] = grpdelay(b, 1,512, whole', fs);

gr oupdel ay=gd( 10)



Theresults are;

remez metod Hemming metiod
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rrrrrrr ot Frequency ()

16
— Group Delay

16
0 2000 4000 6000 8000 10000 12000 14000 16000
Frequency (radfsec)

Groupdel ay = 16

H = 0.00032135137635 -0.00419833016827 0. 00029473706789
-0.00928426633519 0.00044116303941

-0.01883061296928 0. 00052237631816 - 0. 03439039682080
0. 00054705825564 -0.05954005287178

0. 00050104413726 -0.10302466436234 0. 00038379079799
-0.19682220874362 0. 00020832280911

-0.63135112186835 0 0.63135112186835
-0.00020832280911 0.19682220874362
- 0. 00038379079799 0.10302466436234 - 0. 00050104413726

0. 05954005287178 -0.00054705825564

0. 03439039682080 -0.00052237631816 0.01883061296928
-0.00044116303941 0. 00928426633519

-0.00029473706789 0.00419833016827 -0.00032135137635

To verify the Hilbert transform filter, input a sine wave of 2kHz. The result is a cosine
wave which isimparted a 90 degree phase.



B. Analytic Signal Generation

To construct an analytic signal, we need to pass the original signal through a Hilbert
Transformer. We then multiply this signal by j and add it to the original signal. This
creates the analytic signal. The analytic signal removes all negative parts of the original
signal and increases the amplitude of the positive portion of the original signal.

The codeis asfollows:

hil bert _output = filter(b, 1, input);

%gr oupdel ay shoul d be accounted for generating a analytic
si gnal

anal ytic = input(1:1en-groupdelay) +

j *hil bert _out put (groupdel ay+1:1en);

Theresultis:

Anaktic Signal Generation
1 T T T

09 1

o -

oy -

06 - -

05 - -

Amplitude

04 - -
0.3+ -

0.2+ -

s 1

a . . ) ) L .
-8000 -B000 -4000 -2000 8] 2000 4000 G000 2000
Freguncy{Hz)
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C. CostasLoop Filter Design for an AM signal:

The AM signal’ s frequency is 200 Hz and the sample frequency is 16000 Hz,
amplitudeis1V.

For the AM part:

Fs=16000; fm = 200; t_span = 0.5;
t=0:1/Fs:t_span;

Am =1, m=Am*sin(2*pi*fm*t);

The waveformis:

Next we calculate values for k1, beta and alpha and set the value of BL.

For k1, we can use the equation which is given before. For BL, we used several values

to test which is best and we decided to use 1000 Hz.

The unit step input response is:

11



SamplesiSacond

From these graphs, you can see that the waveform meets specs.

After beta and alpha are calculated, we can determine the response of the loop:

BL = 1000; % Arbitrarily set

zeta = 0.707; % Set in Specs

k1l = mean(abs((Ac*m)."2))

al pha = 2*zeta*2*BL/ (zeta+l/ 4/ zeta)/ Fs/ k1l
beta = ((2*BL/(zeta+l1l/4/zeta)/Fs))"2/kl

rati o=al phal/ beta

Hnum = [ kl1*(beta+al pha) -kl*al pha];

Hden [1 -(2-k1*(al phatbeta)) (1l-kl*alpha)];

4000
Frequency (1]

k1= 0.4999
apha=0.3333
beta= 0.02778
apha/beta=12
BL = 1000 Hz

D. Costas L oop Design For BPSK:

Sampesisecard

LF = filter(Hnum Hden, [zeros(1, 100) ones(1, 2000)]);

The BPSK signal isfound by the same technique used in Experiment 2.

BPSK signal generation:

12



Message Signal - BRSK
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Costas loop unit step time response:

Response of Sz(ﬂTS)

Magnitude
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Costas |oop frequency response:

Frequency and Phase Repsonse of Linearized Loop Filter
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k1=0.1
apha=0.16665
beta = 0.01389
alpha/lbeta= 12
BL = 1000 Hz

E. CostasLoop MATLAB Implementation for an AM Signal:

For this part, we input the am signal( f=200, fc=2000) into the Hilbert filter, make
AM signal group delay then combine them, time the phase obtained from the loop. The
real part isthe demodulate output signal.

The detail implementation step is:

13



meAnT cos(2*pi *fntt);---- AM signal generator

t het a=1;

i nput = Ac*sin(2*pi*fc*t+theta).*m %nput is a nodul ated
si gnal

hil bert _output = filter(b, 1, input);---after Hilbert filter
Wnitialization

out =11;

phi =1];

phi (1) = 0;

t enp_out 1=0;

tenp_pre_out 1=0;

t enp_out 2=0;

t enp_out 3=0;

%Si mul ati on

for 1=1:1en-groupdel ay
phi (1)= tenp_out 3;
phase(l) = exp(-i*phi(l));

cl(l) = real (analytic(l)*phase(l));
c2(1) = imag(analytic(l)*phase(l));
out (1)= sign(cl(l));

a(l) = sign(cl(l))*c2(l);

tenp_out 1=tenp_pre_out 1+q(l) *bet a;

t enp_out 2=al pha*q(l)+ tenp_out 1;
tenp_out 3=2*pi *fc/fs+phi (1) +tenp_out 2
tenp_pre_outl=tenp_outl;

end;

Theta is the carrier offset phase: if the offset is from O to pi, the loop tracks in the same
phase with the modulated original signal; if the offset is from pi to 2pi, there will be 180
degree phase shift relative to the original signal.

Set the carrier frequency 1900Hz, 100Hz less than the carrier frequency fc, the loop can
still keep track with the input.

Theresultis:

14
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F. CostasLoop MATLAB Implementation for a BPSK Signal:
Change the MATLAB loop in the following places:

out (I)= sign(cl(l));

a(l) = sign(cl(l))*c2(l);

The results are below:

From this picture, we can seethe BPSK’s bitis[-1-111-1...], thecarrier’s
frequency is 2000Hz, Fs=16000 (there are 8 *, at 1, so it is 2000* 8=16000). The
modulated signal is 1 sample bit delay than original signal; the reason is the loop time

less than or equal to the sampling rate.

15



2. CImplementation Procedure

B. Costas Loop Demodulation of an externally Generated AM Signal

#defi ne SAVPLI NG_RATE 8000
#define fc 2000

#define N 33

#defi ne grpdelay 16

float h[N]={0.00032135137635, -0.00419833016827,
0. 00029473706789, -0.00928426633519, 0.00044116303941,
-0.01883061296928,
0. 00052237631816, -0.03439039682080,

0. 00054705825564, -0.05954005287178, 0.00050104413726
-0.10302466436234,

0. 00038379079799, -0.19682220874362,
0. 00020832280911, -0.63135112186835, 0,
0.63135112186835,

-0.00020832280911, 0.19682220874362, -
0. 00038379079799, 0.10302466436234, -0.00050104413726,
0. 05954005287178,

-0.00054705825564, 0.03439039682080, -
0. 00052237631816, 0.01883061296928, -0.00044116303941,
0. 00928426633519,

-0.00029473706789, 0.00419833016827, -
0. 00032135137635};
float Xx[N], buffer_x[grpdel ay];
float beta = 0.0277840, al pha = 0.3333414;//Costas Loop filter
par aneters
i nt ol dest =0, ol dest 2=0;
int counter=0; //acount for the groupdelay for Hlbert transform
filter
float phi=0, tenp_outl1l=0,tenp_pre_out 1=0;
float hilbert _output, cl1, c2, q, V,;
[l Tell conpiler where fir_conv function is
extern float conv_fcn(float *filter coeffs, float
*data_array,int pointer,int order);

interrupt void rcvl SR(voi d)

{

i nt new_sanpl e;
/* MCBSPO_DRR is the hardware regi ster where received
sanpl es are stored */
new sanpl e = MCBSPO_ DRR

/'l Updating data array with new sanple
[l Scale the input

16



x[ ol dest] = ((float)new sanple)*4. 0e-9;

/! I ncrenment ol dest

ol dest ++;
if (ol dest==N)
ol dest =0;

hi | bert _out put = conv_fcn(h, x, ol dest, N);

if (counter >= grpdel ay)
{/l analytic = buffer_x[oldest] + j*hilbert_output;
/'l phase = cos(phi) +j*(-sin(phi));
[lstart processing
cl = buffer_x[ol dest2]*cos(phi)+ hilbert_output*sin(phi);
c2 = -buffer_x[ol dest2]*sin(phi) + cos(phi)*hilbert_out put;
y = cl;
q=1cl *c2
tenp_outl = tenp_pre_outl + g*beta;
phi = 2*3.1415926*f ¢/ SAMPLI NG_RATE + phi +al pha*q +
tenp_out 1,
if (phi > 6.283185307)
phi = phi-6.283185307;
tenp_pre_outl = tenp_outl;

buf fer_x[ol dest2] = ((fl oat)new sanpl e)*4. 0e-9;

/! I ncrenment ol dest

ol dest 2++;
i f (ol dest2==gr pdel ay)
ol dest 2=0;
/1l end of processing
}

if (counter < grpdel ay)
buf fer _x[counter++] = ((fl oat)new sanpl e)*4. 0e-9;
/'l Scal e the out put
MCBSPO_DXR = (int) (y*1.5e9);
}
Theresult isasfollows:

Te k EIEIHE 25.0k5/? a3 A_:_:qs
E

it

C2 Freq
1 2.01613kHz

oV
d resolution

C3 Freq
200.00 Hz
Lowe signal
amplitude

C2 Pk—Pk
760mv

C3 Pk—FPk
BoOomwv

Chi s.00mv< Ch2 so00mv M2 00ms Chi 7 25mMV 2 Apr 2002
soomv Cha 200mv

22:22:55
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Pull inrange: fc_mod = 2000Hz fc_max = 3300Hz fc_min = 400Hz
Fc_mod —fc_min=1600Hz fc_max —fc_mod = 1300Hz

E. A. Costas Loop Demodulation of an externally Generated BPSK Signal

Modify the code you created in the BPSK experiment so that it outputs a BPSK signal
on a 2000 Hz carrier sampled at a rate of 8000 Hz. One BPSK symbol should
correspond to four complete carrier periods (16 samples per symbol). Implement this
BPSK transmitter on one station, station A. Using available BNC cables, connect the
output generated by station A to both an oscilloscope and another station, station B.
BPSK signal generation:

/! Function | fsr

int Ifsr(s)
{
/1 Local Vari abl es
int Xx; /1 Qutput bit of pn code
int h; /1 Connection Polynom al
i nt v, // Value of s AND h
i nt a; /1l Value of bit 3 of y
i nt b; /1l Value of bit 1 of y
h = 37; [/ Define connection
pol ynomi al

/[l Bitwise AND s and h and set equal to vy
y = s & h;

[l Get values of bit 3 and bit 1 by maski ng out everything
but the bit you want

a=(y &4) > 2;

b y & 1;

/] Bitwise XOR a and b
X =a” b;

/! Return the val ue of X
return Xx;

}

[l Interrupt Service Routines
interrupt void rcvl SR(voi d)

{
i nt new_sanpl e;
float input, output;
new _sanpl e = MCBSPO_DRR
i nput = (float) new sanple;

if (i< (counter-1))

18



{

i ++;
out put = m new‘i nput;
}
el se
{i =0

[l Call |fsr function
if (i %45 == 0)

{
m= |fsr(s);
if (me=0)
{
m new = -1;
}
el se
{
mnew = m
}
//Create new x for new state vector
X_new = m << 4;
// Create new state vector
s = s > 1;
S = s| x_new,
out put = m new‘i nput;
}

}
MCBSPO_DXR = (i nt) out put

Tek SI{&IiH 50.0kS/s 242 Acqs
o I 1
i £ 1

Low signal
amplitude

C4 Fre
1.990529kHz

Chi Soo0mv — ’ MT.00ms CH1 #  —60MY 3 Apr 2002
MiE 2o00mv. DO maaz

Demodulation Part:
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The codeis:
ooy gy oy

interrupt void rcvl SR(voi d)

{

i nt new _sanpl e;
/* MCBSPO_DRR is the hardware regi ster where received
sanpl es are stored */
new _sanpl e = MCBSPO_DRR;

/'l Updating data array with new sanple
x[ ol dest] = ((float)new sanple)*4. 0e-9;

/'l I ncrenment ol dest

ol dest ++;
if (ol dest==N)
ol dest =0;

hi | bert _out put = conv_fcn(h, x, ol dest, N);

if (counter >= grpdel ay)

{/1 analytic = buffer_x[0] + j*hilbert_output;
/'l phase = cos(phi) +j*(-sin(phi));

/lstart processing

cl = buffer_x[oldest2]*cos(phi)+ hilbert_output*sin(phi);
c2 = -buffer_x[oldest2]*sin(phi) + cos(phi)*hilbert_out put;
y = cl;
if (c1>=0)

y=1;
el se

y = -1
q =y *cz;

tenp_outl = tenp_pre_outl + g*beta,;

phi = 2*3.1415926*f ¢/ SAMPLI NG_RATE + phi +al pha*q +
tenp_out 1,

if (phi > 6.283185307)

20



phi = phi-6.283185307;
tenp_pre_outl = tenp_outl;

buf fer_x[ol dest2] = ((float)new sanple)*4. 0e-9;

/! I ncrenment ol dest

ol dest 2++;
i f (ol dest2==gr pdel ay)
ol dest 2=0;
/!l end of processing
}

if (counter < grpdel ay)
buf fer_x[counter++] = ((fl oat)new sanpl e)*4. 0e-9;

MCBSPO_DXR = (int) (y*6e8);
}

Questions

1. What is the advantage of storing afunction into internal program memory? What
types of functions make for attractive candidates for storing in internal program
memory?

The advantage of storing a function in program memory is if you have code that is
very time sensitive. By having the function on program memory, it will be able to be
accessed faster and produce the results faster. Only the functions that are most
frequently used should be placed in program memory.

2. Qualitatively, how are acquisition time and tracking influenced by the value of the
loop bandwidth of a phase lock loop?

Since the loop bandwidth is inversely proportional to acquisition time, as the loop
bandwidth increases, the acquisition time decreases but since the tracking (variance of
phase estimate) is proportional to the loop bandwidth, a large loop bandwidth means
large error. Hence thereis atrade-off.

3. How does your measured pull-in range in Part B relate to your designed loop
bandwidths, B, ?

Loop bandwidth is the frequency range over the span we could operate the Costas |oop
correctly. The pull-in range is the maximum change in frequency that the loop can
tolerate once the phase is locked without having too much errors. The relationship is
that the greater the loop bandwidth, the greater the pull-in range.

Conclusion

21



The Costas Loop is one type of Phase Lock Loop used for carrier recovery. The
Costas Loop tracks the phase change of the incoming signal in order to demodulate the
signal. For this experiment, we ssmulated the Costas Loop in MATLAB for the case of
an AM signal and for a BPSK signal. We also implemented the Costas Loop in C on
the C6701 for the AM and BPSK signals. Our results were consistent with the required
specifications given to us for the experiment.

The performance is dependent on loop parameters Zeta, Alpha, Beta and the loop
bandwidth.
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Show your code and your results for the following to the TA and have them initia in the

appropriate position.

VALIDATION SHEET

Correct
Operation

M aximum
Frequency
Deviation

Cycles

B. AM
Demodulation

C. AM
Demodulation

E. BPSK
Demodulation
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Extra Credit

For the QPSK: we generate the QPSK (1.5 0.5 -0.5 1.5) signa by the Binary Bit. Use one

binary bit plus one, plusanother binary bit time 2, then use the result minus 1.5, then we
get the Q bits(-1.5-0.5 0.5 1.5)
The code for matlab is here:

x=(ones(1, 1 ength(x))+x)/2;
data=[];

f or

end;

for the loop , we use the rule mentioned by the exp5 which jody gave us.

The

for

if

end;

t he

| =1: | engt h( x)
gpsk_1=2*x(1,1);
dat a=[ dat a, gpsk_1];
gpsk_2=2*x(1,1)+1
gpsk_3=qpsk_2-1.5
dat a=[ dat a, gpsk_2] ;

code is here:

| =1: 1 en- gr oupdel ay
phi (1)= tenp_out 3;
phase(l) = exp(-i*phi(l));

cl(1l) = real (analytic(l)*phase(l));
c2(1) = imag(analytic(l)*phase(l));
out (I)= sign(cl(l));

q(l) = sign(cl(l))*c2(l)-cl*sign(c2(1));

tenp_out 1=tenp_pre_out 1+q(1) *bet a;

t enp_out 2=al pha*q(l)+ tenp_out 1;
tenp_out 3=2*pi *fc/fs+phi (1) +t enp_out 2;
tenp_pre_out 1=t enp_out 1;

result is here:

R T T
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Maybe you will fedl this QPSK looks ugly and it doesn’t like QPSK, the key reason is the
sample frequency islower, | use the sample frequency 16k to replot this get the result is
below:

T/
/ — aPsK
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